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Abstract. With the current emphasis on DevOps, automated software tests become a neces-
sary ingredient for continuously evolving, high-quality software systems. This implies that 
the test code takes a significant portion of the complete code base—test to code ratios ranging 
from 3:1 to 2:1 are quite common.

We argue that “testware” provides interesting opportunities for formal verification, especially 
because the system under test may serve as an oracle to focus the analysis. As an example 
we describe five common problems (mainly from the subfield of mutation testing) and how 
formal verification may contribute. We deduce a research agenda as an open invitation for 
fellow researchers to investigate the peculiarities of formally verifying testware.
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1 Introduction

DevOps is defined by Bass et al. as “a set of practices intended to reduce the time between committing 
a change to a system and the change being placed into normal production, while ensuring high 
quality” [6]. The combination of these practices enables a continuous flow, where the development 
and operations of software systems are combined in one seamless (automated) process. This allows 
for frequent releases to rapidly respond to customer needs. Tesla, for example, uploads new software 
in its cars once every month [30]. Amazon pushes new updates to production on average every 11.6 
seconds [22].

The key to the DevOps approach is a series of increasingly powerful automated tests that 
scrutinise the commits. As a consequence, test code takes a significant portion of the complete 
codebase. Several researchers reported that test code is sometimes larger than the production code 
under test [13,43,48]. More recently, during a large scale attempt to assess the quality of test code, 
Athanasiou et al. reported six systems where test code takes more than 50% of the complete 
codebase [5]. Moreover, Stackoverflow posts mention that test to code ratios between 3:1 and 2:1 
are quite common [3].

Knowing about the popularity of automated tests and the sheer size of resulting test suites, soft-
ware engineers need tools and techniques to identify lurking faults in the test code. The “testware”, 
as it is called, should be treated as a regular software system involving requirements, architecture, 
design, implementation, quality assurance, and—last but not least—maintenance [15]. Indeed, we 
have witnessed first-hand that not all software projects uphold graceful co-evolution between produ-
cision code and test code [48]. This effectively means that the software is vulnerable for extended 
periods of time whenever the production code evolves but the test code does not follow (immedi-
ately).

⇒ Just like all software, testware would benefit from formal verification.

Test code (unit-test code in particular) is written in standard programming languages, thus 
amenable to formal verification. It is therefore possible to augment test code with annotations (in-
vants, pre-conditions) and verify that certain properties hold: loop termination, post-conditions,
Moreover, most test code follows a quite consistent structure: the setup-stimulate-verify-teardown (S-S-V-T) cycle. The purpose of statements within the test code is therefore rather easy to deduce, making it possible to focus the verification process on the relevant test slices.

Test code is quite amenable to formal verification.

The Reach–Infect–Propagate–Reveal criterion (a.k.a. the RIPR model) provides a fine-grained framework to assess effective tests, or, conversely, weaknesses in a test suite. It states that an effective test should first of all Reach the fault, then Infect the program state, after which it should Propagate as an observable difference, and eventually Reveal the presence of a fault (probably via an assert statement).

The system under test provides an oracle for effective tests.

In this position paper we argue that “testware” provides interesting opportunities for formal verification, especially because the system under test may serve as an oracle to focus the analysis. As an example we describe five common problems (mainly from the subfield of mutation testing) and how formal verification may contribute. We deduce a research agenda as an open invitation for fellow researchers to investigate the peculiarities of formally verifying testware.

The remainder of this paper is organised as follows. Section 2, provides the necessary background information on formal verification and mutation testing. Section 3 goes over the five items in the research agenda explaining the problem and how formal verification of the test code could alleviate the problem. Section 4 list a few papers which investigated how formal verification could help in analysing test programs. We conclude with an open invitation to the community in Section 5.

2 Background

2.1 Formal Specification and Verification

Formal verification and formal specification are two complementary steps, used when adopting formal methods in software engineering. During formal specification one rigorously specifies what a software system ought to do, and afterwards, during formal verification, one uses mathematical proofs to show that the system indeed does so. It should come as no surprise that the two steps go hand in hand, as illustrated by the discovery of a bug in the JDK linked list. In this paper we restrict ourselves to a particular kind of formal verification—the ones based on a tool tightly integrated with a normal programming language—exemplified by KeY and VeriFast. These tools insert special program statements (pragmas, annotations) into the code to express properties by means of invariants, pre-conditions, and post-conditions. A series of mathematical theorem provers are then used to show that these properties indeed hold.

2.2 Mutation Testing

Mutation testing (also called mutation analysis—within this text the terms are used interchangeably) is the state-of-the-art technique for evaluating the fault-detection capability of a test suite. The technique deliberately injects faults into the code and counts how many of them are caught by the test suite. Within academic circles, mutation testing is acknowledged as the most effective technique for a fully automated assessment of the strength of a test suite. The most recent systematic literature survey by Papadakis et al. revealed more than 400 scientific articles between 2007 and 2016 investigating mutation testing from various angles. Despite this impressive body of academic work, the technique is seldom adopted in an industrial setting because it comes with a tremendous performance overhead: each mutant must be compiled and tested separately. During one of our experiments with an industrial codebase, we witnessed 48 hours of mutation testing time on a test suite comprising 272 unit tests and 5,258 lines of test code for a system under test comprising 48,873 lines of production code.
Example. Throughout this paper, we will use the C++ code in Figure 1 as a running example. It scans a vector from back to front, looking for an element. Upon finding the element, it returns its index (base zero) and -1 if the element is not found.

```
int findLast(std::vector<int> x, int y) {
    if (x.size() == 0) return -1;
    for (int i = x.size() - 1; i >= 0; i--)
        if (x[i] == y)
            return i;
    return -1;
}
```

Fig. 1. C++ code searching for an element in a vector starting at the end

Now consider the test suite in Figure 2. The first test (emptyVector, lines 1 — 3) checks for the exceptional case of an empty vector. The second test (doubleOccurrence, lines 5 — 7), verifies the happy-day scenario: we look for an element in the vector and it should be found on position 3. This is a very relevant test because it actually looks for an element which appears two times in the vector and it correctly asserts that it should return the position of the last occurrence. The third test (noOccurrence, lines 9 — 11), checks what happens when we look for an element that is not in the vector, in which case it should return -1. Executing the test suite shows that all 3 tests pass. When calculating the code coverage, we even obtain a 100% statement, line and branch coverage.

```
TEST(FindLastTests, emptyVector) {
    EXPECT_EQ(-1, findLast({}, 3));
}

TEST(FindLastTests, doubleOccurrence) {
    EXPECT_EQ(3, findLast({1, 2, 42, 42, 63}, 42));
}

TEST(FindLastTests, noOccurrence) {
    EXPECT_EQ(-1, findLast({1, 2, 42, 42, 63}, 99));
}
```

[==========] 3 tests from 1 test suite ran. (0 ms total)
[ PASSED ] 3 tests.

Fig. 2. Test suite for the findLast in Figure 1

Terminology. As with every field of active research, the terminology is extensive. Below we list the most important terms readers should be familiar with.

Mutation Operators. Mutation testing mutates the program under test by artificially injecting a fault based on one of the known mutation operators. A mutation operator is a source code transformation which introduces a change into the program under test. Typical examples are replacing
a conditional operator (\(\geq\) into \(<\)) or an arithmetic operator (+ into -). The first set of mutation operators were reported in King et al. [24]. Afterwards, special purpose mutation operators have been proposed to exercise novel language constructs, such as Java null-type errors [36] or C++11/14 lambda expressions and move semantics [38].

**Killed and Survived (Live) Mutants.** After generating the defective version of the software, the mutant is passed onto the test suite. If a test fails, the mutant is marked as killed (Killed Mutant). If all tests pass, the mutant is marked as survived or live (Survived Mutant).

Consider the mutated example in Figure 3, where we apply a mutation operator named “Relational Operator Replacement” (ROR). On line 3, \(\geq\) is replaced by \(<\) and the complete test suite is executed. One test fails so the mutant is considered killed; the test suite was strong enough to detect this mutant.

```cpp
1 int findLast(std::vector<int> x, int y) {
2    if (x.size() == 0) return -1;
3    for (int i = x.size() - 1; i < 0; i--)
4        if (x[i] == y)
5            return i;
6    return -1;
7 }
```

[ PASSED ] 2 tests.
[ FAILED ] 1 test, listed below:
[ FAILED ] FindLastTests.doubleOccurrence

*Relational Operator Replacement (ROR): On line 3, \(\geq\) is replaced by \(<\). At least one test fails, so the mutant is killed.*

**Fig. 3.** Killed mutant in `findLast` from Figure 1

We again apply a “Relational Operator Replacement” (ROR), this time replacing \(\geq\) by \(>\) and arriving at the situation in Figure 4. If we execute the complete test suite, all tests pass so the test suite needs to be strengthened to detect this mutant.

```cpp
1 int findLast(std::vector<int> x, int y) {
2    if (x.size() == 0) return -1;
3    for (int i = x.size() - 1; i > 0; i--)
4        if (x[i] == y)
5            return i;
6    return -1;
7 }
```

[==========] 3 tests from 1 test suite ran. (0 ms total)
[ PASSED ] 3 tests.

*Relational Operator Replacement (ROR): On line 3, \(\geq\) is replaced by \(>\). No test fails, so the mutant is live.*

**Fig. 4.** Survived mutant in `findLast` in Figure 1
Examining why this mutant is not detected shows that the test suite fails to check for an important boundary condition: looking for an element which appears on the first position in the vector. If we add an extra test (see Figure 5) the test suite now detects the mutant (1 test fails, occurrenceOnBoundary). Now it is now capable of killing the mutant.

13 TEST(FindLastTests, occurrenceOnBoundary) {
  14    EXPECT_EQ(0, findLast((1, 2, 42, 42, 63), 1));
  15 }

[==========] 4 tests from 1 test suite ran. (0 ms total)
[ PASSED ] 3 tests.
[ FAILED ] 1 test, listed below:
[ FAILED ] FindLastTests.occurrenceOnBoundary

We add an extra test to the test suite in Figure 2 which tests for the boundary condition, an element to be found on the first position.

Fig. 5. Strengthened test suite for findLast

**Mutation Coverage.** The whole mutation analysis ultimately results in a score known as the mutation coverage: the number of mutants killed divided by the total number of non-equivalent mutants injected. A test suite is said to achieve full mutation test adequacy whenever it can kill all mutants, thus reaching a mutation coverage of 100%. Such test suite is called a mutation-adequate test suite.

**Reach–Infect–Propagate–Reveal (RIPR).** The Reach–Infect–Propagate–Reveal criterion (a.k.a. the RIPR model) provides a fine-grained framework to assess weaknesses in a test suite which are conveniently revealed by mutation testing [27]. It states that an effective test should first of all Reach the fault, then Infect the program state, after which it should Propagate as an observable difference, and eventually Reveal the presence of a fault (probably via an assert statement but this depends on the test infrastructure).

Consider the test suite in Figure 2 and Figure 5 together with the mutant that exposed the weakness in the test suite in Figure 4. The first test (emptyVector, lines 1 – 3) does not even reach the fault injected on line 2. The second test (doubleOccurrence, lines 5 – 7), reaches the fault because it executes the faulty $i > 0$ condition, but does not infect the program state; so it cannot propagate nor reveal. The third test (noOccurrence, lines 9 – 11), infects the program state because it actually creates a state where the loop counter should have become 0, yet this is never propagated hence not revealed. It is only the fourth test (occurrenceOnBoundary, lines 13 – 15) which effectively infects the program state ($i$ does not become 0), propagates to the output (returns -1) where it is revealed by the assert statement (expected 0).

**Invalid Mutants.** Mutation operators introduce syntactic changes, hence may cause compilation errors in the process. A typical example is the arithmetic mutation operator which changes a ‘+’ into a ‘-‘. This works for numbers but does not make sense when applied to the C++ string concatenation operator. If the compiler cannot compile the mutant for any reason, the mutant is considered invalid and is not incorporated into the mutation coverage.

**Redundant (“Subsumed”) Mutants.** Sometimes there is an overlap in which tests kill which mutants, hence some mutants may be considered redundant. Redundant mutants are undesirable, since they waste resources and add no value to the process. In addition, they inflate the mutation score because often it is easy to kill many redundant mutants just by adding a single test case. To
express this redundancy more precisely, the mutation testing community defined the concept of subsuming mutants.

Take for instance the mutant in Figure 6, which replaces \( x[i] == y \) with \( x[i] != y \) on line 4. It is an easy to kill mutant as it is killed by three tests (doubleOccurrence, noOccurrence and occurrenceOnBoundary). The mutant in Figure 6 is therefore said to be subsumed by the mutant in Figure 3. Any test in our test suite which kills the latter mutant (difficult) one will also kill the former (easy) one.

```c++
1 int findLast(std::vector<int> x, int y) {
2     if (x.size() == 0) return -1;
3     for (int i = x.size() - 1; i >= 0; i--)
4         if (x[i] != y)
5             return i;
6     return -1;
7 }
```

[ PASSED ] 1 test.
[ FAILED ] 3 tests, listed below:
[ FAILED ] FindLastTests.doubleOccurrence
[ FAILED ] FindLastTests.noOccurrence
[ FAILED ] FindLastTests.occurrenceOnBoundary

Relational Operator Replacement (ROR): On line 4, \( x[i] == y \) is replaced by \( x[i] != y \). This is a redundant mutant which is subsumed by the mutant in Figure 3 and Figure 4. Any test in our test suite which kills the mutant on line 2 will also kill the one on line 4.

Fig. 6. Redundant mutant for `findLast`

**Equivalent Mutants.** Some mutants do not change the semantics of the program, i.e. the output of the mutant is the same as the original program for any possible input. Therefore, no test case can differentiate between a so-called “equivalent mutant” and the original program. Equivalent mutants are not incorporated into the mutation coverage. Unfortunately, the detection of equivalent mutants is undecidable due to the halting problem. Therefore, it is left to the software engineer to manually weed out equivalent mutants.

Consider again the running example, now in Figure 7. This time we apply the Relational Operator Replacement (ROR) on line 2, replacing the \( == 0 \) with \( <= 0 \). Executing the test suite shows that all test pass so at first glance we have a live mutant. However, a deeper analysis shows that since the size of a vector is always positive, the value of \( == 0 \) will always be the same as \( <= 0 \). So there is no input we can provide to the program under test to kill this mutant. Thus, this is an equivalent mutant.
int findLast(std::vector<int> x, int y) {
    if (x.size() <= 0) return -1;
    for (int i = x.size() - 1; i >= 0; i--)
        if (x[i] == y)
            return i;
    return -1;
}

[==========] 4 tests from 1 test suite ran. (0 ms total)
[ PASSED ] 4 tests.

Relational Operator Replacement (ROR): On line 2, \( \geq 0 \) is replaced by \( \leq 0 \). Not a single test fails, so the mutant is live. But since the size of a vector is always positive, the value of \( x.size() = 0 \) will always be the same as \( x.size() \leq 0 \), regardless of the vector \( x \). This mutant is therefore equivalent.

Fig. 7. Equivalent mutant of findLast from Figure 1

3 Research Agenda

3.1 Equivalent Mutants

Equivalent mutants have been heavily studied in the literature as they may induce heavy overhead on test engineers aiming for 100% mutation coverage [31]. The most pragmatic approach so far has been to compare the generated (byte) code of the mutated program against the original [34]. Due to compiler optimizations the syntactic differences between the original and mutated program may disappear and then they are considered trivially equivalent. This allows to identify the easy cases, however, for the difficult ones, further analysis is required.

A paper by Offutt et al. illustrates how program analysis can help to identify equivalent mutants by demonstrating that they belong to an infeasible path [33]. The authors argue that a mutant is equivalent if the injected mutant lies on an infeasible path, thus (according to the RIPR model) the injected mutant can never propagate to the assert statements that reveals it.

Research Agenda. We would even go one step further and use program verification to prove that a mutant is equivalent to the original. And if not, the counter example should provide us with an extra test that illustrate where they may differ, hence would strengthen the test suite even further.

To formally verify that a mutant is indeed equivalent we create a copy of the mutated function. Lines 1 —3 and lines 9—10 in Figure 8 show two version of findLast that can thus be tested by the same test suite. Then we rely on code coverage (which is easy to obtain) or program slicing to identify the assert statement in the unit tests that are affected. Inserting a post-condition on the assert expressions would allow to show that the mutant can never be revealed, thus is equivalent. Line 15 in Figure 8 added such a post-condition to an adapted version of the emptyVector test. It compares the result of the original method under test (findLast) with the mutated one (findLastEquivalent). If the program verifier shows that this post-condition actually holds, then we have shown that this is indeed an equivalent mutant. If not, the program verifier should give us a counter example which corresponds to a different execution path enforced by the mutant. This then provides a concrete execution path to create an additional test that highlights the difference.

\( \Rightarrow \) Formal verification may be helpful in confirming that a live mutant can never change the output of the system under test, thus is an equivalent mutant.

3.2 Infinite loops

Some mutants induce an infinite loop into the program under test. Therefore, most mutation tools abort the program under test when it runs an order of magnitude longer than expected and mark
Fig. 8. Inserting post-conditions to prove equivalence of mutant of `findLast` in Figure 1

the corresponding mutant as “killed”. Note that this assumption is not always correct, as in rare occasions the mutant can take much longer to be analysed due to other circumstances. In such cases, the mutant should be counted as “survived”, but automatic detection of these scenarios is undecidable due to the halting problem.

**Research Agenda.** To formally verify that a mutant is indeed causing an infinite loop, we would first do the mutation analysis as normal, thus aborting the program when it runs an order of magnitude longer than expected. However, we do not yet mark the mutant as “killed” but instead put it in a special category “further analysis required”. Next we would insert a trivial post-condition right after the injected mutant and use program verification to show that the loop before never terminates.

⇒ Formal verification may confirm that a mutant created an infinite loop, thus should be marked as “killed”.

### 3.3 Flaky Tests

Mutation testing assumes tests to be completely deterministic: every test run should produce the exact same output. However, there is the phenomenon of flaky tests: tests whose outcome can non-deterministically differ even when run on the same code under test [29]. When a test suite contains flaky tests, the mutation analysis is unpredictable, as some mutants might be killed when in fact the tests are failing due to flakiness and not the injected fault itself.

Shi et al. reported the first technique to tackle flaky tests during a mutation analysis [41]. When running each mutant-test pair, they keep track of whether the mutant is covered or not. When a mutant is not covered by a test, they mark the status as “unknown” and perform further analysis. Essentially they rerun the test suite multiple times to see whether the test coverage indeed changes.

**Research Agenda.** To formally verify that a mutant is suffering from flaky tests, we would extend the process described by Shi et al. with an extra step [41]. Once a potentially flaky test is identified, we would insert a trivial post-condition at the end of the test case and use program verification to show that the post-condition is not necessarily satisfied. Ideally, the verification would also provide a counter example, highlighting the program statements that cause the flaky behaviour.

⇒ Formal verification may identify the root cause of a mutant suffering from flaky tests.
3.4 Test Clones

When two fragments of code are either exactly the same or similar to each other, we call them a code clone. A code clone is also synonymous with a software clone or duplicated code, and these terms can be used interchangeably. Code clones can be differentiated based on their degree of similarity. First, code clones can be divided into syntactic clones and semantic clones. Syntactic clones are code clones that are syntactically similar, and are further divided in three types: Type I, Type II, and Type III clones. Type I clones are exactly the same, only allowing differences in comments, whitespaces, and indentation. Type II clones are a little less strict than Type I clones as they also allow differences in variable names and literal values. Finally, Type III clones are even less strict than Type II clones. They also allow for lines of code to be added or removed in the clone fragment. Note that it is not required for these types of clones to be functionally similar. Semantic clones on the other hand are code clones that are semantically similar without necessarily being syntactically similar. They are often called Type IV clones and are the most challenging clones to detect.

A lot of research has already been performed on software clones. In 2007, Koschke performed a survey of the literature on software clones [26]. This was followed in 2009 by him and his colleagues (Roy et al.) with an extensive comparison and evaluation of all code clone detection techniques and tools [40]. Svajlenko et al. manually curated a data set containing six million inter-project clones (Type I, II, III, and IV), including various strengths of Type III similarity (strong, moderate, weak) [42]. Over the years, a lot of research has been performed to further investigate the prevalence, characteristics, impact, and detection methods of software clones. However, most of this research focuses on production code; test code is rarely ever considered separately [26], [40] [39].

In 2018, Hasanain et al. performed an industrial case study to better understand code clones (i.e. duplicated code) in test code. They used NiCad to detect clones on a large test suite provided by Ericsson and discovered that 49% (in terms of LOC) of the entire test code are clones [19]. In a follow-up study our lab confirmed the prevalence of clones in test code [8]. We observed between 23% and 29% test code duplication in three well-tested open source systems, which is significantly more than the average amount of clones found in production code (between 10% and 15%). Worse, we discovered that most of the clone detection tools suffer from false negatives (NiCad [10] = 83%, CPD–PMD [1] = 84%, iClones [16] = 21%, TCORE [7] = 65%), which leaves ample room for improvement.

Research Agenda. Mutation analysis can give an indication on duplicated test logic. By carefully analysing subsumption relationships between mutants, we can infer which tests are likely to target the same program logic, thus being so-called semantic clones, also known as Type IV clones. We would consider them candidate clones, likely to be part of the aforementioned false negatives. By inserting invariants at relevant locations, formal verification may give indications on why certain test clones go undetected.

⇒ Formal verification might indicate why certain test clones appear as false negatives.

3.5 Test Amplification

Test amplification is the act of automatically transforming a manually written unit-test to exercise boundary conditions [11]. In that sense, test amplification is a special kind of test generation: it relies on test cases previously written by developers which it tries to improve.

DSpot is an example of a test amplification tool for Java projects [12] which has been replicated for Pharo/Smalltalk within our lab under the name of SmallAmp [2]. These tools combine two techniques: (i) evolutionary test case generation or Input Amplification [44], and (ii) regression oracle generation or Assert Amplification [47]. They iteratively create extra test cases by changing the setup and the assertions, resulting in a new and larger set of test cases. The tools rely on genetic algorithms to select tests which increase the mutation coverage, discarding others. This
process is performed for a fixed number of steps which eventually results in a new test suite, with a better mutation coverage than the initial one, thus covering more corner cases. In that sense, test amplification is a brute force approach which relies on machine learning techniques to select an optimal solution.

Research Agenda. Formal verification may be able to complement brute force test amplification. In a recent proof-of-concept we demonstrated that it is possible to amplify test cases with extra asserts for the easy-to-kill mutants [28]. The idea is inspired by dynamic program analysis and the RIPR model. We build a complete program trace of both the normal test execution and the mutated one. We then associate easy-to-kill mutants with test cases that reach, infect, propagate, yet do not reveal the fault. These are cases of missing assert statements and the tool prototype is capable of suggesting an assert statement to be added, even providing concrete values for the assert expressions. The difficult-to-kill mutants however require an in-depth investigation to understand why the fault does not infect the program state or why it does not propagate to the output. That is where formal verification may help. By adding a post-condition right after the infected statement the formal verification tool should be able to tell us whether the program state gets infected and whether the fault gets propagated. Inspecting the counter-examples generated by the theorem prover, we should be able to come up with extra statements in the test which would stimulate the unit under test to infect and propagate the fault.

⇒ Formal verification may help in generating stimuli on the unit under test for the difficult-to-kill mutants.

4 Related Work

The relationship between mutation testing and formal verification has been explored before. Aichernig et al. [4] argue that tests can be generated from formally verified requirements, using mutation testing to supervise where to generate additional test cases. To avoid difficult to maintain test suites (such as cloned test code discussed in Section 3.4), they introduce the concept of abstract test cases which are refined into concrete ones and regenerated when appropriate. In a similar vein, Brillout et al. [9] generate test cases from Simulink models achieving a high mutation coverage. Nevertheless, all these approaches take the perspective of the system under test specified using some kind of formal model of its behaviour and using mutation testing to create a strong test suite.

We argue that the opposite angle is equally relevant: that one should apply formal verification on the test code itself. This angle remains largely unexplored, except for the problem of equivalent mutants (see Section 3.1). There, several authors already confirmed that formal verification indeed may help to detect equivalent mutants. Kintis et al. [25] exploited patterns of data flow to identify mutants that are equivalent to the original program for a specific subset of paths. Devroy et al. [14] assert that for finite behavioural models, the equivalent mutant problem can be transformed to the language equivalence problem of non-deterministic finite automata. Marcozzi et al. [32] attempt to prove the validity of logical assertions in the code under test. The technique is implemented in a tool that relies on weakest-precondition calculus and SMT solving for proving the assertions.

5 Conclusion

In this position paper we argue that “testware” provides interesting opportunities for formal verification, especially because the system-under-test may serve as an oracle to focus the analysis and reduce the search space. We described five common problems: (1) Equivalent Mutants; (2) Infinite Loops; (3) Flaky tests; (4) Test Clones; (5) Test Amplification; and explained how formal verification of the test-code could partially alleviate them. This results in a research agenda which serves as an open invitation for fellow researchers to investigate the peculiarities of formally analysing testware.
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